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Abstract. With the rapid development of related computer vision algorithms, the large-scale use of video
surveillance systems has not only improved traffic safety, but also promoted the development of intelligent
high-speed. However, due to the complexity of the application scene, especially in the face of complex scene
occlusion factors, the noise generated by the occlusion inevitably leads to the loss of the feature information
of the identified person or object, which poses a great challenge to the existing pedestrian re-recognition al-
gorithms. Therefore, this paper proposes a novel pedestrian re-recognition based on hybrid network. Feature
extraction is carried out on four cooperative branches: local branch, global branch, global contrast pool branch
and associated branch, and powerful diversity pedestrian feature expression ability is obtained. The network
in this paper can be applied to different backbone networks. Through experimental comparison, the proposed
algorithm has certain advantages compared with the latest methods, and the ablation experimental analysis
further proves the effectiveness of the proposed network structure.
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1. Introduction

With the significant improvement of the standard of highway construction, video surveillance system has been put
into use on a large scale, and it is widely distributed in the station, tunnel, bridge, interworking, high slope, service
area and other places prone to safety accidents, which plays a decisive impact on the construction and operation
safety of highways [1-4]. Especially in the safety of the main body of highway construction and operation, the
video surveillance system covers three stages from pedestrian detection, pedestrian tracking to pedestrian re-
identification. Among them, pedestrian re-recognition is a challenging problem in the field of video surveillance,
and its main task is to search and identify pedestrians in the cross-camera. Over the past 10 years, researchers
have proposed many related algorithms based on pattern recognition theory and machine learning. Pedestrian re-
recognition technology has attracted extensive attention from academia and industry, and has become a research
hotspot and difficulty in artificial intelligence, computer vision and other fields in recent years [5-7].

Pedestrian re-recognition essentially uses computer vision technology to determine whether a particular pedes-
trian is present in an image or video sequence. The difficulty of this technology mainly lies in two aspects: feature
extraction and distance measurement (or similarity measurement). Among them, the difficulty of feature extrac-
tion is that the actual application environment of the video surveillance system is an uncontrolled environment,
and the feature representation faces the influence of many use scene factors such as complex lighting conditions,
local occlusion, changeable shooting Angle, changeable pedestrian posture, and changeable clothing appearance
[8-10].

The partial occlusion of personnel is common in the construction and operation of expressways. For example,
in the construction process, construction vehicles and equipment will block the staff. In the operation management,
toll station facilities, guardrail, trees or sign pillars will also form a shield for personnel. Occlusion will lead to the
reduction of the visual area of the target pedestrian in the image and the loss of feature information, and with the
noise effect generated by the occlusion, the accuracy of pedestrian retrieval and recognition will be reduced. Most
of the existing pedestrian re-recognition algorithms are not suitable for the special case of occlusion, so solving
the local occlusion problem becomes a key factor that hinders the implementation of pedestrian re-recognition
algorithm in the expressway video surveillance system [11-14].

Feature extraction is the basis of pedestrian re-recognition, and the quality of feature expression directly affects
the recognition performance. No matter what feature extraction method is used, its essence is to represent the
inherent feature information in the image or video in the form of vectors according to certain rules. Therefore, how
to calculate the similarity between features in the feature space, that is, the distance between similar feature vectors,
is crucial to the re-recognition of pedestrian identity. Traditional pedestrian re-recognition algorithms are mostly
based on manual feature extraction, which are generally divided into spatial, temporal or spatio-temporal mixed
features. However, represented by AlexNet [15,16] method, the emergence of deep learning methods, especially
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convolutional neural network (CNN) method, has been rapidly applied and developed in the field of pedestrian
re-recognition by its powerful generalization ability and feature expression ability. The biggest difference with the
traditional manual feature extraction method is that the feature is learned from a large data set, and the feature
is extracted from the low level to the high level through a neural network similar to the human brain, so as to
obtain the depth feature suitable for recognition. In reference [17], the filter pairing neural network model based
on CNN was adopted to solve the impact of complex background such as character misalignment, illumination
and occlusion on pedestrian re-recognition in images. Reference [18] applied spatial transformation network to
pedestrian re-recognition task and achieved good results. Reference [19] systematically analyzed the pedestrian
re-recognition problem and applies the multi-task loss method to improve the performance of the algorithm based
on the proposed occlusion data set. References [20-22] introduced gesture information to improve the ability to
extract salient features of people, and tried to solve the difficulty of pedestrian re-recognition caused by occlusion.

However, due to the inherent defects of CNN, such as information loss caused by pooling layer, convergence
caused by gradient descent, etc., after generative adversarial network (GAN) was proposed [23-25], the research
on pedestrian re-recognition based on GAN, represented by domestic scholars, increased exponentially. The re-
search based on GAN or its improved model is to learn the essential characteristics of real data through GAN,
simulate the real distribution of data, and achieve better recognition performance through recognition and gener-
ated antagonism. However, due to the defects of GANs, such as training instability and mode collapse, how to
effectively solve the influence of shielding and other factors on pedestrian re-recognition is a hot research issue at
present.

In recent years, Transformer-based algorithms have been gradually introduced into the field of computer vision
from natural language processing, and its effectiveness in the field of image recognition has been proved by some
scholars [26]. Reference [27] proposed TransReID model to solve the global information loss problem in CNN
model. The model based on Transformer needed the support of large data sets, and the training time was relatively
long. Layer-to-layer focus on modeling global features, lack of relationship and interaction with local features.
Local features were crucial for pedestrian re-recognition, especially when faced with the influence of scene factors
such as occlusion. In reference [28], sliding windows were designed to simulate local relationships, and the width
and height of feature maps were constantly reduced. Swin-Transformer [29,30] is proposed to effectively take into
account the global and local feature relationships and improve training efficiency.

Therefore, this paper proposes a pedestrian re-recognition network based on multi-branch cooperation. Feature
extraction is carried out on four cooperative branches: local branch, global branch, global contrast pool branch
and associated branch, and powerful diversity pedestrian feature expression ability is obtained. The network in
this paper can be applied to different backbone networks. In this paper, ResNet and lightweight network OSNet
[31] are used as backbone networks to build new networks and achieve start-of-the art performance on multiple
pedestrian re-recognition data sets.

2. Proposed Model

This paper proposes a pedestrian re-recognition network (BC-Net) based on multi-branch collaboration. OSNet is
used as the backbone to build BC-Net. The input image size is H ×W ×C, where the height is H = 3, the width
is W = 3, and the number of channels is C = 3. The shared network of BC-OSNet adopts the first five layers
of OSNet, including three convolutional layers and two transition layers. Then four cooperative branches are used
for feature extraction, including local branches, global branches, global contrast pooling branches and associated
branches. The four branches are used in order to learn rich but differentiated features.

Similar to the network structure of BC-OSNet, BC-Net is constructed by using ResNet as the backbone net-
work, abbreviated as BC-ResNet. In the BC-ResNet network architecture, the first four layers of ResNet (Resnet-
101-ibn-a used in the experiment) are used as a shared network, and conv 1, conv2 x, conv3 x, conv4 x, conv5 x
are used as part of a collaborative branch to learn multiple features.

2.1. Multi-branch Network Architecture

The first branch is the local branch. In this branch, the feature map is divided into four horizontal grids, and the
local features of 1 × 1 × C are obtained using average pooling. Notably, the concatenation of four local features
into a column vector produces a single ID prediction loss, and each local feature is learned by the ID prediction
loss of the PCB [32,33]. The final cascade features are:

f = [fT1 , f
T
2 , · · · , fT4 ]T . (1)

Where f1, f2, f3 and f4 represent the four column vectors of the horizontal partition feature graph.
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Marked data set (xi, yi), i = 1, 2, · · · , Ns. ID predicted loss is:

L = − 1

Ns

Ns∑
i=1

log2(
exp((W yi)T f i + byi

)∑
j exp((W

j)T f j + bj)
). (2)

Where W yi and W j are columns yi and j of the weight matrix W . Ns is the number of data sets. f i, f j is
characterized by columns i and j. byi

and bj are offset. Local branches provide more effective and differentiated
information than PCB.

The second branch is the global branch. For BC-OSNet, the difference with local branching is that GeM pool-
ing is performed directly after convolution fourth layer and convolution fifth layer. Note that the GeM initialization
parameter is set pk = 3.0 to obtain a 512-dimensional vector:

GeM(fk = [f0, f1, · · · , fn]) = [
1

n

n∑
i=1

(fi)
pk ]

1
pk . (3)

Where the GeM operator fk is a single feature graph. When pk →∞, GeM corresponds to maximum pooling,
and when pk → 1, GeM corresponds to average pooling.

The third branch is the Global Contrast Pooling (GCP) branch [34,35]. GCP obtains local contrast features
based on average pooling and maximum pooling. For BC-OSNet, after convolutional layer 5 outputs the feature
map, it is divided into six horizontal grids, and 256-dimensional feature vectors are obtained by GCP. To better
understand the internal structure of GCP, favg and fmax are used to represent the feature maps obtained by average
pooling and maximum pooling, respectively.

Average pooling is operated on each local feature (favg =
∑n

i=1AP (fi)), while maximum pooling is per-
formed on the output feature map of convolution layer 5. Contrast features represent information about the differ-
ences between them.

fcont =
1

n− 1
(favg − fmax). (4)

In order to reduce the dimension, the Bottleneck layer is used to handle fcont and fmax with the channel
number C, and the corresponding dimensionality reduction features are represented by f ′cont and f ′max with the
channel number c. The global comparison features are:

q0 = f ′max +B(C(f ′max, f
′
cont)). (5)

Where C represents the concatenation of f ′cont and f ′max to form a column vector with the number of channels
2c. B represents the bottleneck layer operation, through which the channel dimension is reduced from 2c to c.

The fourth branch is a one-to-many associated branch. Local features contain information about the various
regions, but do not reflect the connections between them, and local association branches associate image regions
with the corresponding remaining parts. Similar to GCP, six horizontal grid features are computed through the
local relation module, which are f1, f2, · · · , f6.

First, it is obtained by average pooling:

ri = 0.2
∑
j 6=i

fj . (6)

The bottleneck layer then processes fi and ri, reducing the number of channels from C to c, generating f ′i and
r′i. Using association networks, it calculates local relational features:

qi = f ′i +B(C(f ′i , r
′
i)), i = 1, 2, · · · , 6. (7)

qi is a 256-dimensional vector.

2.2. Classifier

For a single pedestrian sample in a given feature space, suppose the number of intra-class similarity and inter-class
similarity isK andL, expressed as (pi)(i = 1, 2, · · · ,K) and (nj)(j = 1, 2, · · · , L), respectively. In pedestrian re-
recognition task, the aim of training is to minimize the intra-class distance and maximize the inter-class distance.
In other words, the expected intra-class similarity p is as close to 0 as possible, and the inter-class similarity n is
infinitely close to 1. In order to make the model more efficiently complete the training, based on the Loss functions
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Triplet Loss and Circle Loss, a more suitable loss function, namely STR-Loss, is designed for the training of the
network structure.

STR− Loss = 1

N
max0, log[

K∑
i=1

L∑
j=1

exp(γ(n′(nj −m)− p′(pi − 1 +m)))]. (8)

Where γ is a scale factor. m is similarity separation deviation. N is the current batch number.
In order to improve the training process, a weight factor n′ and p′ are added to n and p, respectively.

n′ = |n+m|. (9)

p′ = | − (p− 1) +m|. (10)

Where n′ and p′ are non-negative weight parameters, which are used to control the gradient of n and p. When
n and p deviate greatly from the optimal values, there is a large gradient. When the deviation is small, the gradient
is smaller. This design allows each similarity score to select the optimization weight according to its optimization
state, which makes the model training process more targeted and saves the training cost.

3. Experiment and Analysis

3.1. Data Set

The experiment uses two publicly available data sets for pedestrian re-recognition, Market-1501 [36] and DukeMTMC-
reID9 [37], and a data set specifically customized for occlusion scenarios, namely, Occluded-Duke7. The Mar-
ket1501 data set consists of 32668 images taken by six cameras, including 1501 people. The DukeMTMC-reID
data set consists of 36411 images taken from eight cameras, including 1404 people. Occluded-Duke data set is
manually filtered from DukeMTMC-reID data set, including 15618 images with 702 figures. Its test set consists
of 17661 gallery images and 2210 query images containing 1110 people. Compared with the first two public data
sets, Occluded-Duke is more challenging to verify the algorithm because it contains a large number of occluded
figure images.

3.2. Experimental Setting and Evaluation Criteria

The experiment is based on the deep learning framework Pytorch, using GPU to train on the TeslaV100 deep
learning server. In order to verify the classification performance of the model, the model is compared with several
algorithms discussed more recently. The experiment uses quintuple cross-validation, a re-sampling process used
to evaluate independent data models on a limited data sample. Prior to the implementation of the five-fold cross-
validation scheme, the data sets are divided into training data (90% of the total) and test data (10% of the total).
The experiment adopts the end-to-end supervised learning method, the parameters are randomly initialized at the
beginning, and optimized by cross entropy loss and Adam optimizer, the learning rate is 0.001, and the training
period is 250.

In terms of evaluation criteria, Rank-1 recognition rate and mean Average Precision (mAP) in the cumulative
matching characteristic curve are used for evaluation. Rank-1 recognition rate represents the ratio of the number
of correctly judged label tests in the first recognition to the total number of test samples after matching according
to similarity. The average accuracy mean represents the mean of the average accuracy of the model across all
categories in the data set.

3.3. Comparison Experiments

In order to demonstrate the effectiveness of the proposed method, four newer occlution-oriented pedestrian re-
recognition algorithms, including Pose Transfer [38], TCSDO [39], PGFA [40], HOReID model [41], and Swin
Transformer, are compared on three data sets. Table 1 shows the experimental comparison results on the three data
sets.

Compared with four convolutional neural network-based methods (Pose Transfer, TCSDO, PGFA and HOR-
eID), The un-optimized baseline network Swin Transformer has achieved relatively good results on the three data
sets, which shows that Swin Transformer has excellent potential in pedestrian re-recognition tasks, and how to
further optimize it is worth studying. Swin Transformer can learn global information at the initial stage of network
training, and its use of information is better than that of convolutional neural networks. In terms of the utilization
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Table 1. Evaluation results of different methods on three datasets/%

Data set Occluded Duke Occluded Duke Market-1501 Market-1501 DukeMTMC-reID DukeMTMC-reID

Method Rank-1 mAP Rank-1 mAP Rank-1 mAP
Pose Transfer 48.6 35.3 87.7 69.0 68.7 48.2
TCSDO 50.2 36.3 89.4 73.3 74.3 60.7
PGFA 51.5 37.4 91.3 76.9 82.7 65.6
HOReID 55.5 43.9 94.3 85.0 87.0 75.7
Swin Transformer 54.9 42.8 92.9 79.8 85.8 75.3
Proposed 58.4 47.3 95.6 88.3 88.2 80.4

of feature information, the HOReID model that comprehensively utilizes high-level information is better than the
PGFA model that only extracts key point information. Through the targeted extraction and processing of pedestrian
image information, the HOReID model achieves higher scores.

The method proposed in this paper further optimizes Swin Transformer according to the characteristics of
pedestrian re-recognition tasks, enabling the model to achieve better performance in all three data sets. The opti-
mization method adopted in this paper is similar to the Pose Transfer method, both of which belong to increasing
the data amount by generating occluded samples, but the method in this paper has huge advantages. On the one
hand, it is affected by the difference of network structure; on the other hand, the Pose Transfer method uses GAN
to generate images of people with different poses, which is not targeted to optimize the occlusion problem, and
the backward network performance leads to the great difference between the pose diversity and the pose of people
in the actual scene.

3.4. Ablation Experiment

In order to further verify the effectiveness of the proposed method, the Occluded sample generation module and
STR loss function were ablated on the Occluded-Duke dataset. In this experiment, the performance of the VIT
(Vision Transformer) network [42], which is based on Transformer, is also tested, and the model training time is
added to the evaluation criteria, as shown in Table 2.

Table 2. Results of ablation experiments on Occluded-Duke dataset

Method Training time/min Rank-1/% mAP/%

VIT 129 54.7 42.9
Swin Transformer 36 54.9 42.8
Remove the sample generation module 15 55.2 43.0
Cross entropy loss function 53 57.7 46.4
Proposed 32 58.4 47.3

As can be seen from the results in Table 2, compared with VIT, the method proposed in this paper greatly
saves training time while maintaining performance. Although the occlusion sample generation module is added
to the network structure, the training time is relatively extended, but the Rank-1 and mAP index are improved on
the whole. Meanwhile, with the assistance of the loss function STR-Loss, this paper proposes that the model is
improved from the training time to the evaluation index.

4. Conclusion

In this paper, we propose a pedestrian re-recognition network (BC-Net) based on multi-branch collaboration,
which has a four-branch architecture of local branch, global branch, local association pooling and contrast branch
to obtain more diverse and higher resolution features. Experiments using OSNet and ResNet as BC-Net backbone
networks confirm the effectiveness of the four-branch framework. In addition, BCNet has applied microstructures
and techniques, including GeM. ablation experiments to show that four-branch collaboration can learn comple-
mentary features. BC-Net obtained Start-of-the-art results on three pedestrian re-recognition databases. Based on
the fusion innovation of multiple pedestrian re-recognition networks, BCNet proves the excellence of multi-branch
networks through experiments. The disadvantage is that the number of network parameters and training time have
increased significantly. At present, the effective improvement of pedestrian re-recognition performance through
multi-branch cooperation lacks theoretical support, which needs further proof and analysis.
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