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Abstract

Object Detection is one of the basic tasks in the field of computer vision. In recent years,

with the hot development of deep learning technology, object detection algorithm has

changed from the traditional algorithm based on manual features to the detection technology

based on deep neural network. From the first proposed R-CNN, OverFeat, to the later

Fast/Faster RCNN, SSD, YOLO series, and most recently Pelee. In less than five years, the

object detection technology based on deep learning has improved the network structure from

two stages to one stage, from bottom-up only to Top-Down. From single-scale network to

feature pyramid network, from PC side to mobile side, many good algorithm technologies

have emerged, and these algorithms have excellent detection effect and performance on open

target detection data sets. This paper first reviews the traditional target detection algorithms,

then introduces several mainstream two-stage target detection algorithms and single-stage

target detection algorithms, analyzes the structure, advantages and disadvantages of these

algorithms, and finally forecasts the future research direction of target detection algorithms.
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1. Introduction

With the continuous development of artificial intelligence technology, deep learning

technology has been widely used in the field of computer vision. Vehicle target detection is

always a challenging problem in the field of computer vision and has a wide range of

application prospects. Traditional methods often need to manually extract features and build

classifiers to achieve vehicle target detection, which is susceptible to environmental changes

and requires a lot of adjustment and optimization. In recent years, with the continuous

development of deep learning technology, vehicle object detection algorithms based on deep

learning have achieved great improvement in accuracy and processing speed, and gradually

become a research hotspot. Figure 1 shows the development of object detection algorithm.

Figure 1. Object detection process

This paper aims to review the vehicle object detection algorithms based on deep learning,

review the traditional object detection algorithms, and then introduce several current

mainstream two-stage vehicle object detection algorithms and single-stage vehicle object

detection algorithms, and analyze the structure, advantages and disadvantages of these

algorithms, in order to provide reference and inspiration for related research. At the same

time, this paper will also look forward to the future research direction [1-5].

2. Traditional target detection algorithm

The traditional target detection algorithm generally consists of three steps: region

selection, feature extraction and feature classification. Region selection refers to finding areas
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in the input image that may contain objects to be detected. A common method of area

selection is to use the sliding window technique, where Windows of different sizes and

proportions are slid over the image, and each window is evaluated by a classifier to get the

area that is likely to contain the object. Feature extraction refers to the use of artificially

designed feature extraction methods from selected regions to extract features from images.

Common manual design features include SIFT, HOGP, etc. These feature extraction methods

can effectively capture local texture and shape information in images.

And it plays a key role in target classification. However, this way of designing features

manually requires a lot of time and effort, which limits the scalability and generalization

ability of the algorithm. Feature classification refers to the classification of extracted features,

to determine whether the region contains objects to be detected, and to identify them. The

commonly used classification algorithms are support vector machine (SVM) and AdaBoost4.

However, in recent years, the development of deep learning techniques has begun to change

this situation, especially the widespread use of convolutional neural networks (CNNS) has

made end-to-end training possible to learn feature representations directly from raw images,

avoiding the process of manually designing features.

3. Object detection algorithm based on deep learning

The vehicle object detection algorithm based on deep learning refers to the automatic

identification and location of cars in the road scene by using deep neural network model. By

learning a large number of vehicle image data, the algorithm can not only complete the target

detection task, but also have a certain degree of robustness, that is, it can have the ability to

adapt to changes in lighting, weather and other factors. Common deep learning-based vehicle

target detection algorithms include two-stage detection algorithm represented by R-CNN

series network and single-stage detection algorithm represented by SSD and YOLO series

[6-10]. These algorithms all use convolutional neural networks as feature extractors to realize

object detection through different network structures and techniques. Compared with the

traditional method based on manual features, the algorithm based on deep learning has higher

accuracy and faster running speed, and has been widely used in automatic driving, traffic

monitoring and other fields.

3.1 Two-stage target detection algorithm

The two-stage vehicle object detection algorithm is to generate the candidate frame, and
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then classify and regression the candidate frame, so as to realize the detection and positioning

of the target object in the image. Next, we mainly introduce R-CNN, Fast R-CNN and Faster

R-CNN.

3.1.1 R-CNN

R-CNN was proposed by Ross Girshick et al., in 2014. It is a deep learning-based object

detection algorithm that is able to identify different categories of objects in pictures and label

their locations.

The R-CNN algorithm is mainly divided into three steps: First, the algorithm generates

some candidate boxes that may contain objects by Selective Search (SS) method. The method

is based on the image features such as color, texture, size and shape to get some areas that

may contain objects. Then, for each candidate box, the algorithm uses convolutional neural

networks to extract features. Finally, support vector machine classifier is used to classify each

candidate box to determine whether there is a target object in the region. At the same time,

regressors are used to fine-tune the coordinates of the bounding box to position the object

more precisely.

In general, R-CNN divides the object detection task into three sub-tasks: candidate frame

generation, feature extraction and classification localization. However, it is slow because of

the need to perform CNN calculations and SVM classification for each candidate box, which

makes it difficult to apply to real-time object detection scenarios. Subsequent improved

models, such as Fast R-CNN and Faster R-CNN, have made some improvements on the basis

of R-CNN to improve the detection speed and accuracy.

3.1.2 Fast R-CNN

Ross Girshick et al. improved R-CNN and proposed Fast R-CNN. Firstly, the algorithm

uses the selective search algorithm to generate about 2000 candidate regions on the image,

then extracts the features of the whole image through the convolutional neural network,

projects the candidate regions generated by the SS algorithm onto the feature map to obtain

the corresponding feature matrix, then uses RolPooling to extract the fixed-size feature vector

for each feature matrix, and finally uses the full connection layer Classification and

regression prediction were performed. Fast R-CNN still needs to use a selective search

algorithm to generate candidate regions, which is time-consuming and limits the speed of the

algorithm.
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3.1.3 Faster R-CNN

Shaoqing Ren et al., aiming at the shortcomings of R-CNN and Fast R-CNN, made

improvements again in 2015 and proposed the Faster R-CNN algorithm. It is the fastest of the

R-CNN series of algorithms. Compared with R-CNN and FastR-CNN, Faster R-CNN

introduces a new neural Network structure called Region Proposal Network (RPN), which

can extract candidate regions with potential detection targets on the image. This structure can

share the convolution layer features with the classifier, thus avoiding double computation.

The network structure of Faster R-CNN mainly consists of three parts: Convolutional neural

network (CNN), RPN network and Fast R-CNN detection network. First, feature extraction

of input images is carried out in convolutional neural network. The feature map is then fed

into the RPN network to generate a candidate region containing potential targets. These

candidate regions are further processed to remove the irrelevant regions, and the remaining

regions are fed into the Fast R-CNN detection network for target classification and bounding

box regression.

3.1.4 YOLOv3

YOLOv3 is an end-to-end target detection algorithm, mainly composed of backbone

feature extraction network DarkNet-53 and multi-scale feature fusion prediction network.

YOLOv3 continuously stacked Residual blocks to form the backbone network DarkNet-53

for feature extraction. The overall network structure is constructed with FPN2 type feature

pyramid structure, which realizes the fusion detection of three scale features. The feature

maps of each scale are allocated with three different sizes of anchor frames, and 9 different

sizes of anchor frames are set on the feature maps of the three scales for detection. Compared

to its predecessor YOLOv2, YOLOv3 has a great improvement in accuracy and speed.

4. Conclusions

This paper mainly expounds the object detection algorithm, first reviews the traditional

object detection algorithm, and then introduces the representative two-stage and single-stage

vehicle object detection algorithm based on deep learning. To detect vehicle targets in

complex road scenarios, it is necessary to develop more efficient deep learning algorithms to

further improve the accuracy and real-time detection of vehicle targets. In the future, we can

explore the combination of intelligent algorithms and hardware to achieve a more intelligent

and efficient vehicle target detection system, and can also continue to integrate technologies
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in various fields, such as the fusion of camera and lidar and other sensor data, to further

improve the accuracy and reliability of vehicle target detection.
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