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Abstract. In recent years, large language models (LLMs) have excelled in comprehensive AI tasks such as
language text generation, mathematics, abstraction, and code, and people have seen the embryonic form of
general artificial intelligence. However, the fine tuning of the model also needs to consume a lot of comput-
er memory, and the computing resources are extremely high, which is difficult to meet the general consumer
grade graphics card. Therefore, an adaptive quantized low-rank (ADAQ-LoRA) fine-tuning algorithm is pro-
posed to solve the problem of video memory consumption during fine-tuning of large language models. The
solution is to use both quantification and pruning methods to dramatically reduce video memory usage without
losing accuracy. ADAQ-LoRA is applied to ChatGLM2-6B model and its effectiveness is verified in different
fine-tuning datasets and downstream scenarios. Compared with the existing large language model fine-tuning
methods, ADAQ-LoRA shows better performance and lower memory usage.
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1. Introduction

In recent years, large language models (LLMs) have made remarkable achievements in many natural language
processing tasks.” Although these models have many parameters and perform well, performance on specific tasks
is not always ideal, so the model parameters need to be fine-tuned to meet the specific needs of downstream tasks
and improve performance. However, as the size of the model increases, so do the resources required for fine tuning,
making fine tuning more complex [1-5].

As a result, researchers have developed a variety of novel fine-tuning methods designed to fine-tune large
language models more efficiently and with less resource consumption. At present, the main fine-tuning methods
can be divided into two kinds. The first is full fine-tuning. The approach starts with a language model pre-trained
with a large amount of text, and then continues training on a small amount of text for a specific task. In this
process, the weights of the pre-trained model are updated to better fit the specific task. Although full tuning can
achieve good results, it requires a lot of computing resources and takes a long time to train. The second is efficient
parameter fine-tuning [6-9]. This method solves the problem of large resources required by traditional fine-tuning
techniques by freezing some parameters and training only a small number of parameters. These parameters can
be a subset of the model’s existing parameters, or they can be a newly added set of parameters. These methods
have different characteristics in terms of parameter efficiency, memory efficiency, training speed, model quality
and extra inference cost, but can achieve nearly full fine-tuning effect on some tasks.

From the development of pre-training model to the present, many excellent and efficient fine-tuning models
have emerged, mainly including Adapter-Tuning [10], LoRA [11] and other methods.

The Adapter-Tuning method is a kind of efficient tuning method for large language models. The idea is to
insert a low-rank feed-forward neural network (FFN) module (12-15) in serial between the Transformer layers.
The body of the pre-trained model is frozen during fine-tuning, and knowledge of specific downstream tasks is
learned by the Adapter module, as shown in Figure 1.

As shown in Figure 1, the Adapter structure consists of a layer of reduced FFN, a layer of nonlinear transfor-
mation, and a layer of increased FFN. The dimensions after dimensionality reduction are compressed very small,
so the amount of ”plug-in parameters” introduced is also very small. During the model fine-tuning process, only
fine-tuning the Adapter structure can greatly reduce the video memory consumption. While the Adapter Tuning
method reduces the cost of fine tuning, it increases the number of parameters by inserting an Adapter layer into
the model. Although the number of new parameters is small, it may reduce the efficiency of model inference in
practical application.
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Fig. 1. OAdapter-Tuning model

In recent years, a more mainstream approach is low-rank adaptive fine-tuning (LoRA). LoRA is able to achieve
close to full fine-tuning with a small amount of memory. It is to decompose the increment of the pre-training
weight, decompose into two low-rank matrix multiplication, then its forward propagation process will become the
following process:

Y =W0x+∆Wx =W0x+
a

r
BAx. (1)

Where W0, ∆W ∈ Rn×d, A ∈ Rr×d, B ∈ Rd×r, and r � n, d, a is a constant scale hyperparameter. One
matrix controls the ascending rank and one controls the descending rank. In general, A is initialized with random
Gaussian, while B is initialized with zero so that ∆W = 0 at the beginning. Especially in LoRA, the level r is a
hyperparameter that should be adjusted for each task.

The method in this paper is based on the LoRA fine-tuning method to add quantization technology, and score
according to the importance of the matrix. Less important matrices are hidden, and more computing resources
are allocated to important matrices. This strategy greatly reduces the memory usage of model fine-tuning without
reducing the performance of model fine-tuning.

2. Model Description

2.1. Transformers

Transformers model has efficient parallel computing capabilities and strong presentation capabilities, can adapt
to long sequence data, and has excellent performance in many fields such as natural language processing and
computer vision [16-20]. It captures global information through self-attention mechanism, improves modeling
ability, and has good universality and expansibility.

Due to the excellent effect of Transformers, most models in recent years have been Transformers based models,
Transfoemers-based models are usually stacked by 1 block, where each block consists of two sub-modules to form
the multi-head attention and full connection layer. For a given input, the attention of multiple heads to the h head
of the input is calculated as:

MHA(X) = Concat(head1, · · · , headh)W0. (2)

headi = Softmax(XWqi(XWki)
T /

√
dh)XWvi . (3)
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In the formula, W0 ∈ Rn×d is the projection of the output, Wqi , Wki and Wqvi are the query, key and value
projections of the i − th header. dh is usually equal to d/h. The other submodule in each block is the fully
connected layer FFN, which contains two linear transformations.

FFN(X) = ReLU(XWf1 + b1)Wf2 + b2. (4)

Where Wf1 ∈ Rd×dm , Wf2 ∈ Rdm×d.
Finally, the two submodules are connected by residuals, and then the result is output through the normalization

layer.
As shown in Figure 2, the model structure diagram of ChatGLM2-6B [8] is composed of Decoder structure in

Transformers as the basic structure.

Fig. 2. ChatGLM2-6B model

Where, there are 28 GLMblocks in ChatGLM2-6B model, and there are normalization layer, self-attention
layer, post-normalization layer and multi-layer perceptron layer in GLMBlock. The final output is calculated
through these layers.

2.2. Adaptive Based on Singular Value Decomposition

In order to adjust the level of the incremental matrix to control its budget, the incremental matrix is decomposed
by SVD [21-23].

Wx =W0x+∆Wx =W0x+ PΛQx. (5)

In the formula, P ∈ Rd×r and Q ∈ Rdr×k represent the singular vectors around Λ ∈ Rr×r, and the diagonal
matrix contains the singular value λi1≤i≤r, r � d, k. Gi = (P∗i, λi, Qi∗) represents the triplet that holds the
i − th singular value and vector. Λ is initialized to zero, while P and Q are initialized with random Gaussian to
ensure that ∆ = 0 at the start of training. To force the orthogonality of P and Q, i.e. PTP = QTQ = I , the
following regularizer is used.

R(P,Q) = |PTP − I|2F + |QQT − I|2F . (6)
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This article notes that structured pruning can be used to control rankings in LoRA applications. However,
this approach has the following disadvantages. First, when the measurement finds that both parameters AB are
not important, all of their elements must be cut off, that is, all of the elements of A are discarded. But doing so
makes it almost impossible to reactivate the pruned two matrices because their values are zeroed and they are
not trained. In contrast, this method simply masks the singular values according to the above formula, leaving
the singular vector unchanged. This preserves the possibility of recovery of triples that might have been dropped
by error. Second, A and B in LoRA are not orthogonal, which means that A and B are dependent. Compared
with the truncated minimum singular value method, discarding A and B may result in greater changes in the
original matrix. Therefore, if the truncated least singular value method is not used, the incremental matrix usually
changes dramatically after each step of ranking assignment, which can cause training instability and even impair
the generalization ability for downstream tasks.

2.3. Importance Ranking

In the above formula, LoRA is decomposed by SVD and applied to each weight matrix. In order to reduce the
training cost, the computational resources are allocated according to the important fractions of the weight matrix,
and the singular values are pruned. For visualization, the resulting incremental matrix is indexed by k, i.e. Wk =
PkΛkQk, where k = 1, 2, · · · , n, where n is the number of incremental matrices that need to be fine-tuned. The
i− th triplet in ∆Wk is represented by (<h̄,i = Pk,i, Ek,i, Qk,i) and its importance score is Sk,i.

Further parameters are represented as P = Pk
n
k=1, E = Λk

n
k=1, Q = Qk

n
k=1, the cost of training is defined

as C(P,E,Q). According to the formula of regularization, the goal of training for L(P,E,Q) = C(P,E,Q) +
γ
∑n
k=1R(Pk, Qk), including γ > 0 is the regularization coefficient. When running to step t, the random gradient

is used to update the parameter (P tk, Λ
t
k, Q

t
k), k = 1, 2, · · · , n. In particular, for Λtk, there are:

Λ̃tk = Λtk − η∆Λk
L(P t, Et, Qt). (7)

3. Experiment and Result Analysis

In order to evaluate the natural language generation capability and video memory consumption of fine-tuning
methods on large language models, the ADAQ-LoRA method is compared with mainstream fine-tuning methods
on two publicly available large language model fine-tuning datasets to evaluate their advantages and disadvantages.

To evaluate natural language generation ability, two datasets are selected for experiments: School math and Al-
paca Chinese. In the dataset Alpaca Chinese, feedback and comparative data from GPT-4 are collected to achieve
a comprehensive evaluation and reward of model training. The dataset contains 52000 instruction follow data,
which are generated by ChatGPT and translated into Chinese. The dataset School-math contains about 250000
Chinese math problem data generated by the BELLE project and includes the problem learning process. This data
consists of three parts: prompt, input, and output. By adding prompt instructions before input, the model can better
understand the problem and improve the quality of the model output.

In order to conduct quantitative analysis on the generative ability of the model after fine tuning, this paper
chooses to use Rouge-1, Rouge-2 and Rouge-L in ROUGE (recall-oriented understudy for gisting evaluation).
These indicators are mainly concerned with the degree of overlap between the generated text and the reference
text.

Rouge-1: the similarity between the generated summary and the reference summary is measured mainly based
on the coincidence degree of unigram.

Rouge-2: it evaluates the similarity of the generated text to the reference text based on the coincidence of the
binary phrase (bigram). A binary phrase is a combination of two words that occur consecutively in a text.

Rouge-L: Based on the longest common subsequence (LCS) calculation [24,25], considering word order and
not requiring continuous matching, suitable for evaluating sentence level structural similarity.

BLEU (bilingual evaluation understudy) is used to evaluate machine translation and text generation quality,
primarily based on Precision. BLEU measures translation quality by calculating the overlap of n-byte phrases
between the generated text and the reference text. The larger the BLEU value, the better the performance.

In the data partitioning step, the data is divided into training set and test set with 0.8 as the demarcation point.
80% of the data is extracted for model training, and the remaining 20% is used as a test set.

During the fine-tuning process, 5 epochs experiments are performed using the pagination AdamW optimizer
with a maximum gradient norm of 0.1 and a batch size of 1. The constant learning rate plan is selected and the
learning rate is set to 3× 10−4. All experiments are conducted on Tesla A100 Gpus to ensure adequate computing
power and efficiency.



Large Language Model Fine-tuning 5

After fine-tuning, as shown in Tables 1,2, ChatGLM2-6B’s ROUGE indicator on the Alpaca Chinese dataset
improved by nearly 5% compared to the original model. Compared to LoRA and QLoRA methods, the fine-tuned
model has an 80% reduction in memory usage compared to LoRA and a 4% improvement in ROUGE metrics.
Compared to the QLoRA method, the fine-tuned model also has some improvement in the ROUGE metric with
5% less memory.

Table 1. Comparison results on Alpaca Chinese

Method Rouge-1 Rouge-2 Rouge-L BLEU Avg Memory/MB

GLM2 0.2962 0.1288 0.1612 0.1337 0.1799 51875
GLM2+LoRA 0.3036 0.1484 0.1950 0.1572 0.2010 40132
GLM2+QLoRA 0.3368 0.1657 0.2117 0.1828 0.2242 9231
GLM2+ADAQ-LoRA 0.3411 0.1688 0.2122 0.1833 0.2263 8446

Table 2. Comparison results on School math

Method Rouge-1 Rouge-2 Rouge-L BLEU Avg Memory/MB

GLM2 0.5204 0.2849 0.3408 0.3213 0.3668 48885
GLM2+LoRA 0.5542 0.3113 0.3595 0.3403 0.3913 59551
GLM2+QLoRA 0.5490 0.3245 0.3716 0.3508 0.3989 12626
GLM2+ADAQ-LoRA 0.5553 0.3294 0.3789 0. 3592 0.4057 9072

On School math dataset, the ADAQ-LoRA method significantly improves the language generation ability of
the original model, and the ROUGE index is increased by 3%. Compared with LoRA method, ADAQ-LoRA
reduces the memory by 75% and improves the language generation ability. Compared to the QLoRA method,
ADAQLoRA reduces memory by 30% and improves ROUGE performance metrics.

These results show that with fine-tuning, ChatGLM2-6B has a significant improvement in natural language
generation. At the same time, the model has achieved remarkable results in memory usage and performance index,
which proves the effectiveness and high efficiency of ADAQ-LoRA method.

4. Conclusion

In this work, the fine tuning of large language models is discussed. It is found that the LoRA fine-tuning method
consumes a lot of video memory and neglects the importance difference between the weight matrices. Therefore,
this paper proposes ADAQ-LoRA, which integrates quantitative awareness into LoRA fine-tuning to effectively
reduce the use of video memory. Allocate computing resources according to the importance of pre-trained weights,
and trim unimportant weights to further reduce memory consumption. Extensive experimental results show that
on the base model ChatGLM26B, ADAQ-LoRA significantly reduces the use of video memory compared to other
fine-tuning methods, and improves the model’s ability to generate natural language on the dataset. In future work,
we plan to further investigate effective fine-tuning methods in low resource Settings and explore their applications
in image generation and multimodal models.
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