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Abstract. Big data clustering plays an important role in the field of data processing in wireless sensor net-
works. However, there are some problems such as poor clustering effect and low Jaccard coefficient. This
paper proposes a novel big data clustering optimization method based on intuitionistic fuzzy set distance and
particle swarm optimization for wireless sensor networks. This method combines principal component analy-
sis method and information entropy dimensionality reduction to process big data and reduce the time required
for data clustering. A new distance measurement method of intuitionistic fuzzy sets is defined, which not only
considers membership and non-membership information, but also considers the allocation of hesitancy to mem-
bership and non-membership, thereby indirectly introducing hesitancy into intuitionistic fuzzy set distance. The
intuitionistic fuzzy kernel clustering algorithm is used to cluster big data, and particle swarm optimization is
introduced to optimize the intuitionistic fuzzy kernel clustering method. The optimized algorithm is used to
obtain the optimization results of wireless sensor network big data clustering, and the big data clustering is
realized. Simulation results show that the proposed method has good clustering effect by comparing with other
state-of-the-art clustering methods.

Keywords: Big data clustering, Intuitionistic fuzzy set distance, Particle swarm optimization, Wireless sensor
networks.

1. Introduction

With the continuous development of information technology and communication technology, wireless sensor net-
works gradually increase their structural complexity and scale, and the big data in the network increases. Big data
in wireless sensor networks is characterized by heterogeneity, diversity and complexity. The value of big data is
high and it plays an important role in scientific research, economy and society. Big data clustering is the basic
content and key point of big data analysis [1-3]. In the field of data mining, big data clustering has become an im-
portant research topic at home and abroad, which can provide a basis for people to know and understand things. In
this context, it is of great practical significance to study the clustering optimization method of big data in wireless
sensor networks.

In reference [4], big data was input into the convolutional neural network to obtain the coarse features of the
data, and the coarse features of the data were obtained by training the rough features of the data through the hole
convolution, and the data was input into the capsule network to complete the big data clustering. The Jaccard
coefficient of clustering results of this method was low, and the data clustering effect was not good. The method
in reference [5] obtained the non-boundary point set and boundary point set of network big data on the basis
of supporting the concept of k outlier, and used the SMOTE algorithm and the distance-based undersampling
algorithm respectively to perform clustering processing on the above point set to achieve big data classification.
However, the average entropy of this method was high and the clustering accuracy was low. Reference [6] run
K-means clustering efficiently in a distributed scheme based on mobile machine learning to process big data
clustering on the network. It constructed a big data clustering method through K-means clustering technology of
neural processor, but the clustering effect of this method was poor.

Since fuzzy sets can depict the fuzzy nature of objective things well, problems such as multi-attribute decision
making, pattern recognition and classification based on fuzzy sets have been extensively studied [7,8]. Zadeh fuzzy
set describes fuzzy concepts with ambiguous extension through membership degree. Because the fuzzy set can
only describe the uncertainty of things through membership degree and reflect the information of yes or no, it is
difficult to describe the fuzziness of things comprehensively. Alkan et al. [9] proposed the concept of intuitionistic
fuzzy set on the basis of Zadeh fuzzy set theory. The fuzzy set was represented by membership function and
non-membership function, which could express the information of membership degree, non-membership degree
and hesitation degree at the same time. Compared with the traditional Zadeh fuzzy set, it is more flexible and
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authentic in dealing with the fuzzy uncertainty of concepts. Intuitionistic fuzzy set theory has developed rapidly
and has become a research hotspot. Research achievements on the application of intuitionistic fuzzy sets are
mainly concentrated in the fields of multi-attribute decision making, pattern recognition, fuzzy optimization and
fault diagnosis [10-12].

According to the characteristics of intuitionistic fuzzy set, intuitionistic fuzzy set can not only describe the
uncertainty degree of fuzzy information, but also describe its unknown degree, in which membership degree and
non-membership degree reflect the uncertainty degree of information, and hesitation degree reflects the unknown
degree of information [13-15]. In practice, it often encounters the problem of comparing two or more fuzzy
concepts. One of the methods is to compare the distance between fuzzy concepts. Since intuitionistic fuzzy sets
express fuzzy concepts through membership degree, non-membership degree and hesitation degree, this paper
mainly studies the distance measurement problem between intuitionistic fuzzy sets. However, in the definition of
distance measure between fuzzy sets or intuitionistic fuzzy sets, the distance measure is expressed by membership
degree, non-membership degree and/or hesitancy degree, instead of extending the distance measure definition
between sets to the distance measure definition between fuzzy sets or intuitionistic fuzzy sets. Therefore, it should
be made clear here that the distance measurement between intuitionistic fuzzy sets in this paper is expressed
for two intuitionistic fuzzy sets in the same domain by their membership degree, non-membership degree and/or
hesitation degree, which is different from the usual distance definition between two sets, but the expression of
intuitionistic fuzzy set distance is still used in this paper.

The existing methods on distance measurement of intuitionistic fuzzy sets are mainly divided into two aspects:

1. Intuitionistic fuzzy set distance based on Hamming distance and Euclidean distance. Based on the distance of
Zadeh fuzzy set, Zhou et al. [16] proposed the intuitionistic fuzzy set Hamming distance and Euclidean dis-
tance, which only considered membership degree and non-membership degree. Alsattar et al. [17] generalized
Atanassov distance by introducing weights and constructed several intuitionistic fuzzy set distances, but these
distances did not take hesitation into account. For this reason, Ngan et al. [18] introduced hesitation degree
into Atanassov method to improve it. Later, references [19,20] extended the method of reference [18].

2. Intuitionistic fuzzy set distance based on Hausdorff metric. For example, references [21,22] defined the dis-
tance of intuitional fuzzy sets based on the Hausdorff metric. Later, reference [23] revised the method in
references [22]. However, hesitancy was not considered in these distances. To this end, the hesitancy degree
was introduced in reference [24] on the basis of reference [23], and the weight was introduced into the method
in reference [25].

Although the above method plays a certain role in measuring the distance of intuitionistic fuzzy sets, and
has been applied in practical problems, it still has some shortcomings in distinguishing the distance between
some intuitionistic fuzzy sets. Therefore, based on the conditions of distance measurement and intuitionistic fuzzy
set distance measurement, this paper analyzes the shortcomings of the existing intuitionistic fuzzy set distance
measurement. Secondly, since both membership degree and non-membership degree reflect the uncertainty degree
of information, and membership degree (non-membership degree) clearly describes the degree to which an element
belongs to (does not belong to) an uncertain object, they have the same status and role in intuitionistic fuzzy sets.
The degree of hesitation reflects the unknown degree of information, which can be interpreted as an ambiguous
degree of decision maker’s affirmation or negation of an uncertain object. Therefore, there may be a degree of
partial affirmation and a degree of partial negation in the degree of hesitation. The degree of hesitation may be
partially or fully converted to membership (or non-membership) if the uncertain object is further explained or
explained. Therefore, the degree of hesitation may have a certain degree of allocation to the degree of membership
and non-membership. In order to solve the problems in the above methods, a clustering optimization method
for big data of wireless sensor networks based on particle swarm optimization is proposed. This method mainly
introduces particle swarm optimization algorithm, and combines principal component analysis and information
entropy to further optimize the clustering effect of big data and achieve efficient clustering of big data in wireless
sensor networks.

2. Big Data Dimension Reduction Processing

The high dimension of big data in wireless sensor networks increases the difficulty of clustering. Therefore, it
is necessary to pre-process big data in wireless sensor networks, that is, dimensionality reduction processing
data. The dimensionality reduction process is a clustering optimization method for big data of wireless sensor
networks based on particle swarm optimization. The concept of information entropy is introduced into the principal
component analysis method [26-28] to carry out dimensionality reduction processing for big data of wireless
sensor networks.
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2.1. Information Entropy

The data transmitted by the data source in the wireless sensor network has m values X = s1, s2, · · · , sm, the
probability of each value is expressed by (a1, a2, · · · , am), and there is

∑m
i=1 ai = 1. Information entropy J

describes the average value of data uncertainty − log ai, expressed as follows:

J = −
m∑
i=1

ai log ai. (1)

The smaller the information entropy, the less information exists in the data; conversely, the larger the informa-
tion entropy, the more information exists in the data. Therefore, in the process of data dimensionality reduction,
the data with high information entropy should be retained.

2.2. Principal Component Analysis (PCA)

The process of PCA for data as follows:

1. In the wireless sensor network, the m sample data is observed for n times, and the observation matrix xij is
established according to the observation value X:

X = [xij ]n×m. (2)

2. Calculate the mean x̄j and standard deviation sj of the data by the following formula.

x̄j =

∑m
i=1

∑n
j=1 xij

m
. (3)

sj =

√∑m
i=1

∑n
j=1(xij − x̄j)2

m
. (4)

Standardized processing of wireless sensor network data to obtain a standard value x̄ij :

x̄ij =
xij − x̄j
sj

. (5)

The standardized observation matrix x̃ij of wireless sensor networks is established using the standard value
X̃:

X̃ = [x̃ij ]n×m. (6)

3. Establish the correlation matrix E of the data:

E =
X̃T X̃

m
= [eij ]n×m. (7)

Where eij represents the elements present in the correlation matrix.
4. Matrix E is decomposed by the following process:

A. Let µ1 ≥ µ2 ≥ · · · ≥ µm ≥ 0 represent the eigenvalue of matrix E, and calculate the contribution rate Vj
of the eigenvalue by the following formula:

Vj =
µj

µ1 + µ2 + · · ·+ µm
. (8)

B. Select the eigenvalues of Vj > 80% as the principal components of the big data of wireless sensor networks,
and use r1, r2, · · · , rm to represent the eigenvectors of the eigenvalues.
C. The first a eigenvectors in r1, r2, · · · , rm are selected to establish the principal component load array
Im×a = (r1, r2, · · · , rm).

5. The principal components of wireless sensor network data are obtained.
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2.3. PCA Based on Information Entropy

Combined with information entropy and principal component analysis [29], dimensionality reduction of wireless
sensor networks is carried out. The specific process is as follows:

1. Set the threshold of information entropy ε, compare J and ε of the data, screen the data features, calculate the
attribute ri, and the corresponding information entropy J(ri). When J(ri) > ri, ri is stored in the set S.

2. Centralized processing data matrix to obtain Xn×m.
3. Calculate the covariance matrix Cov between the data.
4. The eigenvector and eigenvalue corresponding to Cov are obtained.
5. The first l eigenvector with large eigenvalue of wireless sensor network data is selected, and the eigenvector

matrix Bn×1 of the data is established.
6. Dimensionality reduction result U of wireless sensor network is obtained.

U = BTX. (9)

At this point, dimensionality reduction results are output through equation (9) to complete dimensionality
reduction processing of big data, which lays a foundation for the introduction of particle swarm optimization
algorithm and the construction of big data clustering in wireless sensor networks.

3. Particle Swarm Optimization (PSO) for Big Data Clustering Method

After dimensionality reduction of big data, the clustering optimization algorithm of big data of wireless sensor
network based on particle swarm optimization algorithm adopts particle swarm optimization algorithm to optimize
the clustering center of intuitionistic fuzzy kernel clustering algorithm, and completes the clustering optimization
of big data of wireless sensor network by using the optimized algorithm.

Let X = x1, x2, · · · , xn represent the particle population, which is composed of n particles existing in the
M-dimensional space. In the particle swarm algorithm, let xid(t) represent the corresponding position of the
population at the current moment. vid(t) represents the velocity corresponding to the population at the current
moment, the inertia factor ξ is set, and the position xi = xi1, xi2, · · · , xin and velocity vi = vi1, vi2, · · · , vin of
the i− th particle existing in the population in the optimization process are updated by equations (10) and (11):

xid(t+ 1) = xid(t) + vid(t+ 1). (10)

vid(t+ 1) = ξvid(t) + c1r1xid(t) + c2r2xid(t). (11)

Where t represents the number of iterations of the population. c1 and c2 represent the acceleration constant.
xid(t + 1) and vid(t + 1) represent the new position and velocity obtained by the particle after the update of the
above formula. r1, r2 ∈ [0, 1] is a random number.

Particle swarm optimization algorithm has strong convergence speed and global search ability [30]. The clus-
tering optimization method of big data of wireless sensor networks based on particle swarm optimization algorithm
takes advantage of this feature to optimize the intuitive fuzzy kernel clustering algorithm and improve the clus-
tering efficiency of the clustering optimization method of big data of wireless sensor networks based on particle
swarm optimization algorithm.

X = x1, x2, · · · , xn is used to represent the data sample space, and the data cluster center is represented by
particles, forming a set V = v1, v2, · · · , vn. Set the fitness function g(xi) of the PSO algorithm:

g(xi) = [Kkm(Ikv, Ikη, A) + 1]−1. (12)

Where Kkm(Ikv, Ikη, A) represents intuitionistic fuzzy kernel. Ikv represents the membership matrix. Ikη
represents a non-membership matrix. A represents the clustering result when the optimal solution is output.

3.1. Zadeh Fuzzy Set Distance

In order to simplify the expression of the distance formula of intuitionistic fuzzy sets, this paper uses the follow-
ing abbreviated notation, that is, for any two intuitionistic fuzzy sets A and B on the domain X , let ∆AB

µ (i) =

µA(xi)−µB(xi), ∆AB
v (i) = vA(xi)− vB(xi), ∆AB

π (i) = πA(xi)−πB(xi) represent the difference of member-
ship degree, the difference of non-membership degree and the difference of hesitation degree of two intuitionistic
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fuzzy setsA andB respectively. In addition, in order to facilitate subsequent formula is concise,∆µ(i) = ∆AB
µ (i),

∆v(i) = ∆AB
v (i), ∆π(i) = ∆AB

π (i).
Based on the distance of Zadeh fuzzy sets [31], Atanassov gives the distance metric of intuitive fuzzy sets.

The distance measure between any two Zadeh fuzzy sets A and B on the domain X is first given. Zadeh fuzzy set
Hamming distance HDFS and standardized Hamming distance NHDFS are respectively expressed as:

HDFS(A,B) =

n∑
i=1

|∆µ(i)|, NHDFS(A,B) =
1

n

n∑
i=1

|∆µ(i)|. (13)

Zadeh fuzzy set Euclidean distance EDFS and standardized Euclidean distance NEDFS are respectively
expressed as:

EDFS(A,B) =

√√√√ n∑
i=1

(∆µ(i))2. (14)

NEDFS(A,B) =

√√√√ 1

n

n∑
i=1

(∆µ(i))2. (15)

In the above formula, only the membership difference of Zadeh fuzzy set A and B is considered, but the
non-membership difference is not considered. According to the relation between membership degree and non-
membership degree of Zadeh fuzzy set, i.e.,

µA(xi) = 1− vA(xi). (16)

µB(xi) = 1− vB(xi). (17)

The difference of the non-membership degree of Zadeh fuzzy set A and B can also be introduced into the
corresponding distance metric formula, and thus,

HD′FS(A,B) =

n∑
i=1

[|∆µ(i)|+ |∆v(i)|]. (18)

NHD′FS(A,B) =
1

n

n∑
i=1

[|∆µ(i)|+ |∆v(i)|]. (19)

ED′FS(A,B) =

√√√√ n∑
i=1

[(|∆µ(i))2|+ |(∆v(i))2|]. (20)

NED′FS(A,B) =

√√√√ 1

n

n∑
i=1

[(|∆µ(i))2|+ |(∆v(i))2|]. (21)

3.2. Big Data Clustering Optimization

The specific process of big data clustering optimization in wireless sensor networks is as follows:

1. Initialization parameters, including maximum speed vmax, termination threshold φ, inertia factor ξ, maximum
number of iterations Ymax, constant c1, c2, population size z.

2. Initializing the particle swarm and select the initial population V1, V2, · · · , Vz of the algorithm. The set
v1, v2, · · · , vv composed of cluster centers of data can be represented by particle Vi.

3. Divide the non-membership matrix Ikη and membership matrix Ikv of wireless sensor network big data, and
set FGK(xj , ai) represents the intuitive fuzzy Euclidean distance between data cluster center ai and data xj
[14-16]. When the value of FGK(xj , ai) is not zero, the following formula exists:

vij =

c∑
k=1

m∑
t=1

[FGK(xj , ai)/FGK(xt, ak)]2/(m−1)
−1

. (22)
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ηij = 1−
c∑

k=1

m∑
t=1

[FGK(xj , ai)/FGK(xt, ak)]2/(m−1)
−1

. (23)

In the formula, v(b)ij and η(b)ij represent Gaussian kernel and fuzzy kernel respectively. Let the value ofFGK(xj , ai)
be zero, there is the following formula:

vij = 1, ηij = 0, i = k; vij = 0, ηij = 1, i 6= k (24)

4. Calculate the particle’s g(xi) on the basis of equation (22).
5. Let Aid(t) represent the optimal value obtained by the particle in the optimization process, for Aid(t), g(xi)

expansion judgment. When the optimal value Aid(t) is better than g(xi), Aid(t) is taken as the new position
of the particle in the population. Let Vgd(t) represent the velocity of the optimal value obtained by the particle
swarm in the optimization process, expand the judgment of Vgd(t) and g(xi), when Vgd(t) is better than g(xi),
Vgd(t) is taken as the new velocity of the particle swarm.

6. The speed and position of particles in the population are updated, and the updated particles are used to form
the next generation population of the algorithm.

7. When the number of iterative updates is t = t + 1, whether the algorithm meets the termination condition is
judged. If so, the optimal solution of the algorithm at this time is output, and the clustering result A of wireless
sensor network big data is obtained. If the termination condition is not met, return to step 3.

8. The non-membership matrix Ikη and membership matrix Ikv of wireless sensor network big data are redivid-
ed.

9. Set parameters avij , aηij , aπi, and update the clustering result A of big data of wireless sensor network using
the above parameters.

10. Set the termination threshold φ of PSO, when the number of iteration updates is t = t+1, if ||At+1−At|| ≥ φ,
return to step 8, if ||At+1−At|| < φ, the clustering optimization resultA of big data of wireless sensor network
is output.

At this point, the design of big data clustering optimization method for wireless sensor network is completed,
and the dimensionality reduction processing of wireless sensor network is realized by combining information
entropy and principal component analysis method. Finally, particle swarm optimization algorithm is introduced to
realize big data clustering.

4. Experimental Comparison and Result Analysis

4.1. Experimental Environment

In order to fully verify the clustering effect of the fast clustering method of structured big data in the parallel
processing network designed in this paper, the clustering experiment of semi-structured data will be carried out
through the Hadoop experimental platform. In the experiment, seven computers with the same configuration are
used to form a Spark cluster, among which one computer serves as the primary control node and the remaining six
computers serve as computing nodes. Each node is deployed on the LAN in the laboratory. The related hardware
and software configurations are shown in Table 1.

Table 1. Experimental environment hardware and software configuration parameters

Parameter Size

CPU Intel Core i7 12700H
Hard disk 2T
Memory 32GB
Network environment 200M LAN
Operating system Ubuntul16.04

It is known that this simulation experiment adopts 1 main control node and 6 compute nodes to deploy Spark
cluster, but the experimental resources are limited, and the main control node is also used as the compute node
in this experiment. In this simulation experiment, all the Spark cluster nodes are integrated into the Hadoop
platform, and then software installation and testing are carried out through Java language. After the experimental
environment is detected correctly, this semi-structured data clustering experiment can be carried out.
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4.2. Experimental Index

On the basis of the above experimental environment, the design method in this paper was used as the experimental
group, and the methods in reference [32] and reference [33] were used as the control group, and then the simulation
experiment was carried out in two stages. In the first stage, based on a published semi-structured data set as
experimental data, the experimental group and the control group were respectively used for cluster mining of
experimental data, and then the data clustering results under different methods were compared and analyzed. In the
second stage, based on the artificially generated semi-structured data set as the experimental data, cluster mining
was also done for the data by the experimental group and the control group, and the clustering results of different
methods were compared and analyzed. Different data sets were used for cluster analysis in this experiment, the
main purpose of which is to verify the applicability of the design method in semi-structured big data clustering and
avoid the chance of experimental data affecting the accuracy of experimental results. Table 2 shows the specific
distribution of the experimental data sets.

Table 2. Experimental semi-structured data set distribution

Data set Sample number Number of categories Type

Public 300 4 Log file, XML, JSON, email
Manual data set 200 3 XML, JSON, email

At the same time, this simulation experiment takes the efficiency of cluster mining as the experimental index,
that is, in the whole mining process of semi-structured data under different methods, the clustering effect of the
data is checked every once in a while, so as to measure the clustering efficiency of the experimental group method
and the control group method according to the clustering quality of the data.

4.3. Analysis of Experimental Results

Considering the actual situation of semi-structured big data cluster mining, the mining time of two different types
of semi-structured data cluster in this simulation experiment is controlled to 30s, and the data clustering effect is
checked every 10s during the experiment. After the experiment, the cluster mining results of semi-structured data
in the experimental group and the control group were collected and sorted out, as shown in Figure 1 and Figure 2.

Fig. 1. Comparison of clustering results in public data sets. The first row is the proposed method, the second row
is the reference [32] method, and the third row is the reference [33] method
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Fig. 2. Comparison of clustering results in manual data sets. The first row is the proposed method, the second row
is the reference [32] method, and the third row is the reference [33] method

It can be seen from Figure 1 and Figure 2 that under the artificial semi-structured data set, both the design
method in this paper and the method in reference [32] and reference [33] can realize data clustering within 10s.
However, compared with the control group method, the semi-structured data clustering results under the design
method in this paper are better, and there is no change over time, that is, the stability of the semi-structured data
clustering results under the design method in this paper is good. Under a certain public semi-structured data set,
with the increase of local clusters to be clustered, the methods in reference [32] and [33] in the control group not
only cannot complete the data clustering within 10s, but also the methods in reference [32] cannot guarantee the
stability of the clustering results. However, the method designed in this paper can still complete the data clustering
within 10s. The clustering quality has been superior, and the clustering results are still relatively stable. This is
mainly because the MapReduce framework under parallel processing network is introduced in this paper to carry
out parallel clustering of semi-structured data, so the cluster mining speed of the design method will not be affected
by the scale of the data set to be clustered. It can be shown that the fast clustering method of semi-structured big
data under parallel processing network designed in this paper is reasonable and correct, and can ensure the stability
of clustering results on the basis of improving the efficiency of cluster mining of semi-structured big data.

5. Conclusion

With the advent of the era of big data, semi-structured big data is becoming more and more important in the
Internet environment. However, the rapid development of computer and other technologies makes the scale of
big data continuously expand and the structure gradually complex. Traditional data cluster analysis methods have
been unable to meet the mining needs of structured big data in the era of big data. Therefore, this paper proposes
a fast clustering method for semi-structured big data under parallel processing network. First of all, large data
packets in Linux and Windows network environment are captured. Since the captured data belongs to multi-
source heterogeneous data and the quality is poor, a series of pre-processing of original big data is needed to
improve the quality of big data. Then cluster analysis is carried out on the prepared multi-source heterogeneous
data under the parallel processing network. This paper uses MapReduce framework to improve the conventional
K-means clustering algorithm and form a parallel clustering algorithm, so as to complete the fast clustering mining
of semi-structured big data. Finally, through the simulation and comparison experiment results, it is verified that
the semi-structured big data under the design method in this paper has a good cluster mining efficiency, and the
data mining clustering results are very stable, which can provide theoretical reference for actual big data analysis.
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