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Abstract. Because of the ambiguity and dynamic nature of natural language, the research of named entity
recognition is very challenging. As an international language, English plays an important role in the fields
of science and technology, finance and business. Therefore, the early named entity recognition technology is
mainly based on English, which is often used to identify the names of people, places and organizations in the
text. International conferences in the field of natural language processing, such as CoNLL, MUC, and ACE,
have identified named entity recognition as a specific evaluation task, and the relevant research uses evaluation
corpus from English-language media organizations such as the Wall Street Journal, the New York Times, and
Wikipedia. The research of named entity recognition on relevant data has achieved good results. Aiming at the
sparse distribution of entities in text, a model combining local and global features is proposed. The model takes
a single English character as input, and uses the local feature layer composed of local attention and convolution
to process the text pieceby way of sliding window to construct the corresponding local features. In addition,
the self-attention mechanism is used to generate the global features of the text to improve the recognition effect
of the model on long sentences. Experiments on three data sets, Resume, MSRA and Weibo, show that the
proposed method can effectively improve the model’s recognition of English named entities.

Keywords: English named entity recognition, Local feature, Global feature, Self-attention mechanism, Long
sentence.

1. Introduction

The concept of Named Entity originated in the field of natural language processing to define proper nouns that
appear in text and have a specific meaning. Usually, the narrow named entity includes the specific person, place
name and organization name. With the deepening of related research, the scope of named entities is also expanding.
For example, in the research of named entities in the fields related to molecular biology, subject-related named
entities such as protein names, catalyst names and molecular structure descriptors have attracted more attention
from researchers [1-3]. In the medical field, named entities such as disease names, conditions, and body parts are
of even greater research [4-7].

The named entities related to these fields have greatly broadened the research scope of named entity recog-
nition, enriched the application scenarios of named entity recognition, and made the research in this field have
extensive and in-depth development. The research on named entity recognition started earlier. After years of devel-
opment, many scholars have produced fruitful research results from different perspectives and different methods.
According to the main techniques used in the research, there are three main methods for named entity recognition
[8.9].

1. Based on rule matching. That is, entity identification is carried out using the matching rules made by human.
Such as extracting entities from the original text. Tapaswi et al. [10] proposed a matching rule based on part-
of-speech tagging information. In the field of biomedicine, Chauhan et al. [11] used pre-processed medical
dictionaries combined with corresponding rules to identify entities such as proteins and genes. Manual con-
struction of matching rules requires a lot of time and effort, and can only be applied to specific entity types and
languages, and the limitations are very obvious. After matching rules are specified for tags such as keywords,
indicators, and punctuation marks, the matching mode is based on the string.

2. Based on statistical machine learning. That is, a supervised learning algorithm is used to train a model on a
large amount of labeled data. The text content will be transformed into the corresponding feature representa-
tion, and the corresponding entity annotation can be obtained after input to the model. Chen et al. [12] used
the maximum entropy model to build a named entity recognition model suitable for multiple languages, and
achieved good results in the English and German named entity recognition evaluation tasks of CoNLL-2003.
Conditional random field can consider the context information in calculation, which becomes a big tool to
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solve the task of named entity recognition. It has been widely used in named entity recognition tasks in dif-
ferent fields such as biomedicine and chemistry [13]. Sharma et al. [14] used two-layer conditional random
fields and took the output of the first layer as the input of the second layer. Experimental results showed that
the second layer conditional random field could use the implicit representation learned by the first layer con-
ditional random field, and the performance was better than that of the single layer model. Although statistical
machine learning methods have shown good results and interpretability in many scenarios, the construction
of appropriate text features is a complex task that requires professional knowledge, domain knowledge and a
large amount of human input, thus restricting the further development and application of related research.

3. Based on deep learning. Deep learning methods can automatically learn deep implicit information, eliminat-
ing the tedious step of manually designing matching rules or text features. The greatly improved hardware
performance in recent years has also alleviated the problem of long training times for deep learning models
to a certain extent. More and more scholars use deep learning methods to solve named entity recognition
problems.

Recurrent Neural Network (RNN) is a common neural network structure that is suitable for modeling se-
quential problems. Models based on RNNS and their related variants, such as Gated Recurrent units (GRU) [15],
Long Short-Term Memory networks (LSTM) [16], are widely used in this field. Yin et al. [17] proposed the Bi-
LSTM model, which used two-way LSTM to learn the feature representation of the two directions before and
after sentences, and achieved the best recognition effect at that time, becoming a classical model structure for
solving sequence annotation problems. VeeraSekharReddy et al. [18] applied the Bi-LSTM model to letter fea-
tures, so that the model could obtain excellent results without adding any artificial construction features, and could
be transferred to multiple languages. In theory, RNN-based models can handle sequences of arbitrary length and
capture long distance dependencies in sentences well, but in the course of practical model training, too long input
sequences often lead to gradient disappearance. The dependency of RNN structure makes it difficult to parallelize
the training and derivation process of the model, and the computational efficiency is relatively low. Convolutional
Neural networks (CNNs) are another widely used Neural Network structure that creatively introduces convolu-
tional operations into artificial neural networks, often used to extract local features in sentences. Yu et al. [19] used
convolutional layer to extract contextual features of each word and combined with attention mechanism to carry
out entity extraction. Liu et al. [20] proposed a GRN model based on CNN, which fused local features of each
word into global features through a gated relational network. Experimental results showed that GRN was better
than RNN in capturing long-distance dependencies.

Based on the above analysis, a named entity recognition model is proposed, which uses local attention and con-
volution operations to extract text local features, and then extracts global features with self-attention. The model
takes a single English character as input, and can differentiate the input content according to the characteristics
of the named entity recognition task. Combined with the fully connected property of multi-head attention in the
global feature layer, the model can effectively improve the effect of English entity recognition.

2. Problem Description

Due to its unique chain loop structure, recurrent neural networks (RNN) are suitable for the modeling of sequential
data such as speech and text [21,22]. In particular, Xiao et al. [23] proposed a model based on BiLSTM, which
was widely used in named entity recognition tasks and had achieved good results. However, the current named
entity recognition model based on RNN still has the following shortcomings:

1. Existing studies have shown that models based on RNNs will produce the phenomenon of “forgetting”, that
is, the model will lose the information learned earlier [24]. The main reason is that RNN needs to repeat the
same calculation process on a very long time series, and the calculation graph will become extremely deep,
resulting in the problem of gradient disappearance and gradient explosion, which makes the optimization of
the model extremely difficult. Therefore, as the length of sentences increases, the RNN will gradually forget
the previously stored historical information, causing the model to process long sentences less effectively. In
some cases, named entity recognition tasks need to capture long-distance dependencies in sentences to help
the model classify entities correctly.

2. Under normal circumstances, most of the content of a sentence is composed of non-entity content such as
verbs, conjunctions, function words, etc., and the named entities that really need to be identified usually only
account for a small part of the whole sentence, that is, the distribution of entities in the text is sparse. However,
the common named entity recognition model treats all inputs indiscriminately in the process of modeling,
thus introducing a lot of redundant information, which will interfere with the prediction results. Therefore,
in the actual modeling process, we should pay more attention to the entity-related part of the sentence, while
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ignoring the interference of other secondary information, so as to improve the model’s recognition effect of
named entities.

Based on the above analysis, on the basis of Bi-LSTM model architecture, an improved feature extraction
method is proposed, which uses local Attention and Convolution operations to extract local features, and then
Self-attention to extract global features Identify the model. There are two major improvements in the new model:

1. In the global coding phase, the global feature layer based on multi-head self-attention mechanism is used to
replace the chained Bi-LSTM layer. Using the fully connected characteristics of multi-head self-attention, the
problem of “forgetting” caused by cyclic repetition is alleviated, and the processing ability of the model on
long sentences is improved.

2. The local feature layer is added to the model, which is mainly used to extract the local features of text using
local attention and one-dimensional convolution inside several equal-length Windows. This layer can dynam-
ically assign different weights to each input according to the characteristics of the named entity recognition
task, highlight the entity-related content, and further synthesize the context content to generate local feature
coding to improve the predictive performance of the model.

3. Feature Construction Method

The new model uses local and global features to identify Chinese named entities. The main difference between the
two is that the length of text is different in the construction of features. Local features mainly construct features on
text fragments, while global features consider the entire input sequence. This section describes the construction
methods of two features.

3.1. Local Feature Construction Method

When you see some pictures, the visual focus is often attracted by the speed limit sign in front of you, and the
trees and roads that occupy the main part of the picture are easy to be ignored. Named entity recognition tasks
are similar in that, whether dealing with images or text, what is really valuable is usually only a small part of
the whole. Entities are sparsely distributed in the text, i.e. a sentence is usually composed of a large number of
non-entity words and a small number of entity words [25-28]. Therefore, the named entity recognition model does
not need to treat all input characters equally in the process of sentence processing, but should highlight a certain
part of the sentence content. Text content can also be processed in the same way as image content, focusing only
on the important parts and ignoring the minor content. Therefore, a local feature layer is added to the model in
this paper, and local attention and convolution operations are used to construct local features on text fragments.

The first step of local feature construction is to calculate the corresponding weight value of each input through
the local attention mechanism, and adjust each input dynamically according to these weight values. If the cor-
responding weight value of an input is large, it means that its corresponding content needs to be emphasized.
Otherwise, its contents should be appropriately ignored. Figure 1 shows the detailed calculation of partial atten-
tion.

As shown in Figure 1, the scope of the local attention mechanism is a window, each window corresponds
to a text fragment. To reduce computational complexity, the length of the window takes a fixed odd value of | =
2m+1,m € N, and receives a vectorized text representation as input. If the vector corresponding to ¢ in the middle
of the window is denoted as z, then all vectors in the window can be represented as 7' = Te—ypy, -+, Te, * * 5 Totm-
For any vector zj, in T', the attention fraction a;, corresponding to x; and any context vector x. can be calculated
according to equation (1), where W7, Ws, v are trainable model parameters.

ar = vT tanh(Wiz, + Waxy), k € [c — m, ¢+ m). €))
pr = softmazx(ay),k € [c —m,c+m)]. 2)
hi = pr oz, k € [c —m,c+ m)]. 3)

After obtaining a set of attention scores ay|k € [c — m, ¢ + m], enter them into the softmax function shown in
equation (2) and calculate the attention weight p, for each vector in the window.

Finally, this group of weight values p;, is multiplied by the corresponding vector in window 7' by equation (3)
to obtain the adjusted window content, denoted as H = h¢_,, -+, he, - -+, hetm. And so on, the window moves
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Fig. 1. Local attention calculation process

back one character at a time from the starting position of the sentence and performs the same computation at the
new position until the entire sentence has been processed.

The second step in constructing local features is a text convolution operation. After the attention weight cor-
responding to each input vector in the window is dynamically adjusted using the sliding window, the output result
H is then convolution operation. The calculation process is shown in Figure 2. In each convolution operation, the
convolution kernel mainly acts on the window content H adjusted by the local attention mechanism. The convolu-
tion kernel width is the same as the size of the above window, still /. In order to reduce the model parameters and
speed up the operation [29,30], the convolution results are compressed by average pooling. After the compressed
results are input into the activation function, the corresponding local feature representation is obtained. Formula
(4) is a method for computing the local eigenrepresentation O., where R is the convolution kernel and the ”®”
symbol represents the Hadamard product of the matrix. f is the ReLU activation function. The convolution kernel
only moves in one direction, and each time it moves, the convolution calculation process is repeated until the entire
sentence is computed.

Oc:f(%Z[RGH]). 4)

l

The dynamic method is used to calculate the weight of local attention, and the parameters related to the
operation are adjusted in the process of model training, so that the weight allocation of embedded vector is more in
line with the needs of named entity recognition task. The convolution operation takes all the contents in the window
into consideration and extracts the local feature representation from the text fragment by means of convolution. In
this way, the calculated results fully take into account the relationship between one successive input in the window
and can effectively capture the important local features in the text. The resulting local feature representation is
denoted as O = 01,092, -+, 0y,.

3.2. Global Feature Construction Method

At present, there are many named entity recognition models based on RNNS to encode the whole sequence,
especially bidirectional RNNS can encode the sequence from the front to the back and from the back to the front.
It has made remarkable achievements in sequential data processing, and is the first choice model to solve many
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Fig. 2. Convolution computation procedure

language problems. However, the model based on RNN has a serious problem of disappearing gradient, which
leads to a significant decline in entity recognition on long sentences. Considering the fully connected nature of
the multi-head self-attention mechanism [31], each input takes into account all other inputs when calculating
attention, this pin-to-pair connected property can capture dependencies of any length. At the same time, setting
multiple attention heads can enable the model to extract features in different linear Spaces at the same location,
and improve the representation ability of the model through different levels of information. Therefore, the multi-
head self-attention mechanism is used to model the whole sequence in order to extract the global coding of the
sequence.

As shown in Formula (5-7), the global feature encode receives the local feature O = 01, 09, - - -, 0,, constructed
in the previous section as input, and each attentional head m will pass through three different mapping matrices
W&, Wi and Wi will linearly transform O to obtain the corresponding query matrix Q™, key matrix K™ and
value matrix V™.

Q™ =Wgo. (5)
K™ =Wpo. (6)
VT =WirO. (7

Calculate the self-attention t,,, of the current head according to equation (8). The value of the scaling factor d
is equal to the dimension of each attention head.

tn (QT K™ V™) = softmax(Qm(\[[ilm)T)Vm. (8)

Each self-attentional head can extract different features from different linear Spaces. After the above calcula-

tion process is repeated, the self-attention ¢y, - - -, ¢;, of h head is obtained successively, and then the results are
spliced and input a fully connected layer W~ to obtain the final global feature representation Z = 21, 29, - -, 2.
Z=W*t Dta® - Dty). )]

3.3. Proposed Model Structure

This section mainly introduces the concrete structure of the proposed model. Local features and global features
are integrated in series, effectively preserving the advantages of the two features. The model in this paper mainly
consists of the following four sub-parts:

1. The embedding layer. In Western languages typical of English and French, word is the basic unit of semantic
expression, so many related work of named entity recognition is carried out on the basis of word. However,
since the English text does not have explicit word separators, if the processing mode of other languages is di-
rectly applied, the text content must be divided by relevant tools first, and the result of word segmentation will
have a direct impact on the subsequent processing process. Therefore, English named entity recognition tasks
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are usually carried out at word granularity to avoid error propagation caused by wrong word segmentation
results.

In order to input English characters into the model, it is necessary to convert the characters into corresponding
vector forms, and the vectorized character representation is easy to train and derive the deep learning model.
The vector representation obtained by pre-training from a large number of corpus contains richer semantic
information than the vector representation generated by random initialization, which can accelerate the con-
vergence speed of the model and improve the prediction effect of the model [50]. The specific embedding
process of the embedded layer of the model in this paper is as follows:

x; = Emb(c;). (10)

Let S = ¢y, o, -, cp, represent an input sequence of length n, where ¢; € S represents the ¢ — th character
in the sequence. For each character c;, the formula (10) is used to convert it into the corresponding vector
representing x;, where E'mb represents the pre-trained vector lookup table. The n characters ¢y, - -, ¢, in
the sequence S are mapped to n corresponding vectors z1, - - -, T, respectively, to form a two-dimensional
matrix X = z1,-- -, x,, matrix X is the vectorized representation of the sequence S.

2. Local feature layer. This part mainly consists of two parts: local attention layer and convolution layer. The
local attention layer receives the output from the embed layer and assigns the input to a small window for
processing. According to the relative position of the vector in the window, the intermediate vector and the
context vector can be determined, and the attention weight corresponding to the intermediate vector can be
calculated from the context vector. By dynamically adjusting the size of attention weight value, the large
amount of noise caused by non-physical content is reduced. Subsequent convolution layers perform convolu-
tion operations using convolution check inputs of the same size as the above window to extract local features
O = 01,09, - -, 0, from text fragments, thus extending the single word embedding representation to include
richer contextual information.

3. Global feature layer. The traditional named entity recognition model based on RNNS is not effective when
dealing with long sentences. Inspired by the work of Vaswani et al., the global feature layer encodes the entire
input sequence using a multi-head self-attention mechanism to obtain the global feature corresponding to the
entire sentence Z = z1,-- -, 2n.

4. The decoding layer. The final layer of the model is calculated using conditional random fields based on the
output of the global feature layer, and the final annotation result is obtained. Compared with other decoding
methods, conditional random field can make full use of the global context features to model the dependency
between labels, thus improving the accuracy of the annotation results. Therefore, the labeled sequence is
obtained by using linear chain random fields.

4. Experiment and Analysis

The experiment used two publicly available named entity recognition datasets: Weibo and MSRA. Statistics related
to the data set are listed in Table 1.

Table 1. Data set statistics

Data set Type Training set Validation set Test set
Weibo Number of sentences 1400 270 270
Weibo Number of characters 73800 14500 14800
Weibo  Entity number 1890 420 390
MSRA  Number of sentences 45000 2600 3400
MSRA  Number of characters 2171500 8700 172600
MSRA  Entity number 75100 5800 6200

In addition to the Bi-LSTM model based on word embeddings, the comparison model selected in this section
also cites some other research results in the field of English named entity recognition in recent years for compar-
ison, and the data listed are all from the original literature. The comparison objects mainly include Transformer
[32], STHN model [33], CNN-BIRNN model[34], SoftLexicon model [35], and ATACNER model [36].

The test results on the MSRA dataset are shown in Table 2. Compared with the baseline model, the proposed
model achieves an improvement of 2.53%, 4.33% and 3.46% in three evaluation indexes, respectively.

The test results on the Weibo dataset are shown in Table 3. Compared with the baseline model, the model in
this paper has achieved an improvement of 4.32%, 0.94% and 2.33% respectively in the three evaluation indexes
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Table 2. Test results on the MSRA dataset

Model Precision/% Recall/% F1/%
Bi-LSTM 90.85 87.07 88.92
Transformer-P  91.23 90.64 90.46
SoftLexicon 91.87 91.33 90.59
CNN-BiRNN  92.15 91.32 91.78
AT4CNER 91.84 89.69 90.75
Proposed 93.38 91.40 92.38

of P, R and F1 value. It can be seen from the experimental data that the evaluation results of the Weibo dataset are
significantly lower than those of the other two datasets, indicating that named entity recognition in the microblog
book is still a very difficult task. This is mainly due to the fact that the original corpus of the Weibo dataset comes
from Sina Weibo, which contains a large number of emojis and hyperlinks, and the grammar and wording of the
corpus itself are not as standardized as the other two data sets from resume texts and news reports. These factors
increase the difficulty of feature extraction and affect the final recognition effect.

Table 3. Test results on the Weibo dataset

Model Precision/% Recall/% F1/%
Bi-LSTM 60.97 51.56 55.87
Transformer-P  61.87 60.34 60.63
SoftLexicon 61.58 60.88 61.15
CNN-BiRNN  60.11 53.73 56.74
AT4CNER 55.83 50.79 53.19
Proposed 65.29 52.50 58.20

5. Conclusion

In this paper, two shortcomings of the existing named entity recognition model based on RNN are analyzed,
and an improved model is proposed. The new model uses fully connected multi-head self-attention instead of
RNN to model sentence sequences, which improves the model’s performance on long sentences. At the same
time, it uses the local feature layer to dynamically adjust the weight of the input vector in the window and fully
integrate the context content, which further improves the recognition effect of the named entity recognition model.
Experimental results on the MSRA and Weibo named entity recognition data sets show that the F1 value of the
new model is 3.46% and 2.33% higher than that of the Bi-LSTM model, respectively, and the performance is more
stable when dealing with inputs of different lengths.
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