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Abstract. Manual operation of gauge calibrator is tedious and time-consuming. The automatic transforma-
tion of calibrator is realized through the integration of motion control and machine vision technology. Two
closed-loop positioning subsystems are composed of digital caliper length standard, chain drive mechanism
and stepping motor to realize automatic motion control of gauge and ultra-high parameter measurement points.
According to the luminance, geometric shape structure and fitting feature information, all kinds of indicator
features and their relationships are identified in the display dial image to realize machine vision reading. The
noise is removed by image difference method, the image is binarized by adaptive iterative threshold method,
and the cross section contour of the track is obtained by expansion and thinning algorithm. The experimen-
tal results show that this method can effectively realize the high-precision dynamic measurement of gauge
parameters.

Keywords: Intelligent rail transit, closed-loop positioning subsystem, machine vision, adaptive iterative thresh-
old.

1. Introduction

In the maintenance of urban rail transit lines, gauge parameter is an essential inspection item in track inspection.
The traditional detection method uses photoelectric sensing and servo mechanism to measure [1]. The main disad-
vantage of this detection method is that field vibration is easy to cause damage to the servo mechanism. Machine
vision can quickly obtain a lot of information and automatically process data, which has been widely used in mod-
ern automated production condition monitoring, product inspection and quality control. Using the method based
on machine vision to measure gauge parameters can effectively improve the efficiency and accuracy of gauge
detection, reduce the detection cost, and contribute to the realization of intelligent track detection [2-4].

With the rapid development of high-speed railway and urban rail transit in our country, the need of track
inspection and maintenance is increasing, which is directly related to the safety of train operation. Most of the
developed countries abroad use intelligent track inspection systems, such as Switzerland PALAS, the Netherlands
BSM, Australia RAILSCAN, etc, but this kind of large automated track inspection car is expensive, and the
use affects the scheduling of transportation [5-9]. In the daily maintenance of ordinary railway lines in China,
portable gauge gauges that can directly measure the gauge between two rail lines and ultra-high parameters are still
widely used, and compulsory verification is carried out based on domestic gauge gauges to ensure their metrology
performance in accordance with the requirements of JJG 219-2008 ”Standard gauge Railway gauge Verification
Regulations”. At present, the domestic testing institutions involved in railway measurement basically use the gauge
gauge calibrators made by Shenyang Railway Bureau Sujiatun gauge gauge factory, Harbin Antong measurement
and control and other professional railway measuring equipment manufacturers. This kind of calibrator adopts
manual mechanical structure for multi-point positioning and manual reading when measuring the gauge, so the
verification process is tedious and time-consuming. Ibrar et al. [10] improved the mechanical structure of the
calibrator and improved the ease of operation, but it was still manual detection. Regardless of the literature, the
electric control part is added, but it does not have a complete automatic detection function. In this paper, the
automatic verification function of the equipment is effectively integrated on the original calibration base by motion
control and machine vision technology, and the level and efficiency of the calibration of the gauge are improved.

2. Detection Principle Based on Machine Vision Measurement Method

Fan light sources 1 and 2 are installed inside the left and right rail. The fan-shaped light source shining vertically
on the rail will form a rail half-section outline on the inside of the rail. The images of rail cross section were
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captured by C1, C2, C3 and C4 cameras on both sides of the left and right rail [11-15]. Camera Ci(i = 1, 2, 3, 4)
uses CCD (charge-coupled device) cameras. Through image analysis, matching and stereo vision algorithm, the
spatial coordinates (gauge points) at 16 mm below the top of the left and right rail are obtained. According to
the theory of binocular vision system, assuming that the camera of the left binocular vision system (composed
of C1 and C2 cameras) has been calibrated, the internal parameters A1 and A2 of C1 and C2 cameras and the
geometric relationship R1,2 and T1,2 between them can be known. If the world coordinate system of the binocular
vision system is fixed on the optical center of the camera C1, their projection matrices are M1 = A1I = A1,
M2 = A2[R1,2T1,2] is the identity matrix. The projection relationship can be expressed by the following equations
(1) and (2):

zc1 [u1, v1, 1]
−1 = M1[xwl, ywl, zwl, 1]

−1. (1)

zc2 [u2, v2, 1]
−1 = M2[xwl, ywl, zwl, 1]

−1. (2)

Where zc1 and zc2 are the components of space points in camera coordinates, which can be eliminated during
calculation. (u1, v1) and (u2, v2) are the image coordinates of the track point pl in the images taken by the camera
C1 and C2 respectively, which can be obtained through image analysis and matching [16,17].

Similarly, for the right binocular vision system (composed of C3 and C4 cameras), the space coordinates
(xwr, ywr, xzwr) of the right rail gauge point pr can be obtained by fixing the world coordinate system to the
optical center of the camera C3. In addition, the geometric relation R1,3 and T1,3 between camera C3 and C1 can
also be obtained by means of calibration, so that the space coordinates (xwl, ywl, xzwl), (xwr, ywr, xzwr) of pl
and pr and can be mapped to the same world coordinate system. The distance between pl and pr can be calculated
by the space distance formula, that is, the required gauge value.

3. Calibration

Calibration is concerned with the accuracy and stability of the system inspection. The calibration of the gauge de-
tection system consists of two parts: one is the calibration of a single camera to determine the internal parameters,
and the other is the calibration of the gauge system to determine the geometric relationship of the four cameras on
the left and right sides.

At present, the classical calibration algorithms for different camera models mainly include linear algorithm
(DLT), nonlinear algorithm, two-step algorithm, two-plane method and active calibration method [18,19]. In the
nonlinear algorithm, the method of using plane template to calibrate camera and vision system has great influence.
The method uses a lattice template with accurate positioning (usually a checkerboard template); The template is
fixed on a plane, and the camera takes more than 2 template images in different directions; By matching the points
on the template with the image points, the mapping matrix between the image and the template is calculated, and
the internal parameters of the camera can be solved linearly through the matrix. This method has high calibration
accuracy and is easy to use, especially suitable for engineering site calibration. The gauge detection system based
on machine vision is calibrated based on this method.

The internal and external parameters of the four cameras are obtained by single camera calibration method.
If the external parameters are represented by Ri and ti(i = 1, 2, · · · , 4) respectively, Ri and ti represent the
relative position between the camera RCi and the world coordinate system. Because the binocular vision system
of the left and right rail faces back, the image of the calibration template taken by the camera of the left and right
rail is only part of the image at both ends of the template. However, when the world coordinate system is fixed
on the template, the relative position of the spatial coordinates of all corner points on the template only has a
translation relationship. For any two points pl and pr on the template that can be photographed in the left and
right binocular vision system, and their relationship in the camera coordinate system, it can be expressed by the
following formulas (3-7):

Xc1 = R1Xwl + t1. (3)

Xc2 = R12Xwl + t2. (4)

Xc3 = R3Xwl + t3. (5)

Xc4 = R4Xwl + t4. (6)
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Xwl = Xwr + tlr. (7)

Where Xwl, Xwr represents the world coordinates of Pt and Pr. tlb is the translation relationship between
Xwl and Xwr. Xci(i = 1, 2, 3, 4) is the coordinates of the camera Ci coordinate system. Therefore, the obtained
geometric relationship between the four cameras is as follows:

R1,2 = R1R
−1
2 , T1,2 = t1 −R1R

−1
2 t2. (8)

R1,3 = R1R
−1
3 , T1,3 = t1 −R1R

−1
3 t3 + tlr. (9)

R2,3 = R2R
−1
3 , T2,3 = t1 −R2R

−1
3 t3 + tlr. (10)

R3,4 = R3R
−1
4 , T3,4 = t3 −R−1

4 t4. (11)

4. Image Processing

RGB (red, green and blue) color mode is the most commonly used color space for hardware devices, and most
image acquisition devices use CCD technology as the core technology to directly perceive the 3 components of
color R, G, B. In the design of gauge detection system, it is considered to use color light with high power to directly
collect color images. According to the color of the light source is fixed and single, the image component separation
method and the image shadow difference algorithm are used to achieve the noise removal and binarization of the
image [20]. The morphological image processing method is used to process the binarization image, and the rail
profile is extracted. Finally, the gauge value is obtained by visual algorithm. The image processing flow of the
gauge detection system based on machine vision is shown in Figure 1.

Fig. 1. Image processing flow of gauge detection system based on machine vision

4.1. Image Segmentation

The gauge detection system based on machine vision uses a red fan-shaped laser light source, and the rail images
collected by the camera have obvious red rail half-section profile light strip and rail background. Due to the change
of external illumination, it is difficult to segment the target region and background region accurately by histogram
combined with threshold value in the actual process of image acquisition. And the image target area is small,
which is completely submerged in the background noise in the histogram. However, because the color features of
the light band are relatively fixed, the R component in the original rail RGB image can be extracted separately.
This method is effective and preserves the rail profile features to the greatest extent.

4.2. Image Aberration

The difference image provides the difference information between images, which can be used to guide dynamic
detection, moving target detection and tracking, image background elimination and target recognition. Image
subtraction can be used to remove unwanted additive patterns in an image. Additive patterns may be slowly
changing background shadows, periodic noise, or additional pollution known at every pixel on the image. Its
mathematical expression is as follows:

C(x, y) = A(x, y)−B(x, y). (12)

Where A(x, y) is the current image. B(x, y) is a fixed background image (matching template). C(x, y) is the
output image.



4 Jiyue Wang.

The purpose of shading is to eliminate unnecessary image content that is common to both images. The corre-
sponding image points of the two subtracting images must be located on the same target point in space when the
image is used for the difference calculation. This algorithm uses the extraction of R component to obtain the image
as the current A(x, y), and the grayscale image of the original RGB image as the background image AB(x, y), so
the corresponding points of the two images are exactly corresponding, and the additive noise of the image can be
effectively eliminated.

4.3. Binaryzation

In order to meet the requirement of real-time dynamic image processing, adaptive iterative threshold method is
used to binarize gray image. Firstly, an approximate threshold T is selected and the image C(x, y) is divided
into two parts. Then the mean values U1 and U2 are calculated respectively, and a new segmentation threshold
T = (U1 + U2)/2 is selected. Repeat the above steps until U1 and U2 are no longer changing. The iterative
method is based on the idea of approximation and its steps are as follows:

1. Calculate the maximum and minimum gray values of the image, denoted as Zmax and Zmin respectively, and
make the initial threshold T0 = (Zmax + Zmin).

2. According to the threshold value T , the image is divided into foreground and background, and the average
gray values of ZO and ZB are obtained respectively.

3. Find the new threshold T = (ZO + ZB)/2.
4. If the two average gray values ZO and ZB do not change (or T does not change), then T is the threshold

value, otherwise go to step (2) to continue the iterative calculation.

The image C(x, y) obtained by the difference image operation is segmented by the adaptive threshold to obtain
the binary image of the rail section. Using this algorithm, the interference of background noise and track surface
bright spot can be completely eliminated.

4.4. Contour Feature Extraction

There will be some breakpoints after image binarization, which is not conducive to the effective extraction of rail
contour. Therefore, it is necessary to expand the binary image vertically and horizontally according to the contour
image features [21-25]. The expansion operators are:

V = H = [11111]. (13)

The expansion operation satisfies the associative law. The dilatation operation on a binary image is expressed
as:

C = A⊕ V ⊕H. (14)

Where C is image after expansion. A is binary image. V and H are vertical and horizontal expansion operators
respectively.

First inflate with column structure elements, then inflate with row structure elements. The decomposition form
is 2.5 times faster than the separate expansion of 5× 5 array, and the operation time is saved. The image obtained
after expansion is refined. Hilditch refinement algorithm is used in this process. Hilditch refinement algorithm is
an effective binary image refinement algorithm. Its main idea is to delete the contour pixels of the target in the
image every scan until no contour pixels can be deleted in the image, and finally obtain a rail section contour line
with a pixel width.

5. Experimental Analysis

A German AVT CCD camera with a pixel resolution of one 280 × 960 is used in the test, and the industrial
computer is connected through PCI bus 1394B board, and a red sector light source with an output wavelength
of 635nm is used to form a gauge detection system. The rail is placed on the 3D coordinate work table, and
four cameras are connected with external trigger signals, which control the four cameras to collect rail images
synchronously to ensure the accuracy of the analysis of image matching points. Taking a certain position of the
three-dimensional coordinate table as the starting point, the change value of the distance between the two rails is
adjusted, and the calculation is carried out by the algorithm introduced above. The test results of gauge change are
shown in Table 1.
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Table 1. Gauge change detection test results

Number Offset value/mm Measurement value/mm Error value/mm

1 -5.00 -5.017 -0.017
2 -3.00 -3.041 -0.041
3 -2.50 -2.518 -0.018
4 -2.00 -2.001 -0.001
5 -1.50 -1.495 0.005
6 ł1.00 ł0.996 0.004
7 ł0.80 ł0.833 ł0.033
8 ł0.60 ł0.628 ł0.028
9 ł0.40 ł0.429 ł0.029
10 ł0.20 ł0.176 0.024
11 0.20 0.226 0.026
12 0.40 0.441 0.041
13 0.60 0.626 0.026
14 0.80 0.868 0.068
15 1.00 1.045 0.045
16 1.50 1.528 0.028
17 2.00 2.049 0.049
18 2.50 2.532 0.032
19 3.00 2.958 ł0.042
20 5.00 5.041 0.041

It can be seen from Table 1 that the detection system can effectively detect the variation value of the gauge,
and the maximum error is 0.068mm, and the relative error decreases with the increase of the variation value of the
gauge.

The gauge detection system designed based on the machine vision method will be installed in the axle box
accessories of the vehicle. The vehicle will inevitably vibrate in the actual running process, and the gauge detection
system will also vibrate along with the axle box. Therefore, it is necessary to verify the ability of the system to
capture gauge points. The rail is placed on the three-dimensional coordinate platform, a certain point is set as the
starting point, the upper and lower height of the rail is adjusted, and the space coordinate of the gauge point is
calculated using binocular vision (only for unilateral track), and the distance between the space coordinate point
and the starting point is calculated, and the test data in Table 2 is obtained. It can be seen from Table 2 that most
of the errors are within 0.1mm, only some are above 0.1mm, and the maximum error is 0.158mm. This error has
little effect on gauge measurement. The test results show that the system has good robustness and the detection
results are not affected by vibration. The above experimental process was repeated in the laboratory, and the results
obtained were basically consistent. The results have good repeatability.

Table 2. Gauge points capture test results

Number Offset value/mm Measurement value/mm Error value/mm

1 ł20.00 ł20.158 ł0.158
2 ł15.00 ł14.998 0.002
3 ł10.00 ł10.019 ł0.019
4 ł5.00 ł5.001 ł0.001
5 ł3.00 ł2.999 0.001
6 ł2.00 ł1.909 0.091
7 ł1.00 ł1.068 ł0.068
8 1.00 0.943 ł0.057
9 2.00 1.986 ł0.014
10 3.00 2.929 ł0.071
11 5.00 4.963 ł0.037
12 0.00 9.950 ł0.050
13 15.00 14.890 ł0.110
14 20.00 19.987 ł0.013
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6. Conclusion

It is of great practical significance to study the intelligent gauge detection system for urban rail transit and high-
speed railway. The intelligent gauge detection system can reflect the track status in time, which plays an important
role in warning the safety of train operation and reducing the manpower and financial resources of track mainte-
nance. The gauge detection system based on machine vision has the characteristics of high precision and strong
anti-interference ability. The maximum tracking error of gauge point is only 0.158mm, and the measurement ac-
curacy reaches 0.07mm, which improves the speed, accuracy and reliability of gauge detection, and can meet the
requirements of high-precision dynamic gauge detection.
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